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Figure 1: Overview of the RobotIST system for interactive situated programming of robot manipulation tasks using tangible
blocks. Programmer places the blocks in the robot’s workspace in reference to the locations and objects of interest. Robot
projects its understanding of the environment and the program onto the workspace in real-time. (a) RobotIST highlights the
workspace as well as the objects detected in the environment through workspace and environment perception projections. (b) it
additionally highlights tangible blocks. (c) in the programmingmode, workspace projection turns blue and the robot highlights
different instructions, each in a different color. It additionally represents their semantics. For example, objects of interest are
highlighted in the same color as the instruction referencing them. Similarly, the cross-hair indicates the location the system
considers under the instruction. The program depicted above allows the robot to stack all green cylinders at the location of
the cross-hair. The system confirms that it has identified this program by amessage in the status bar (Valid program detected).

ABSTRACT
Situated tangible robot programming allows programmers to ref-
erence parts of the workspace relevant to the task by indicating
objects, locations, and regions of interest using tangible blocks.
While it takes advantage of situatedness compared to traditional
text-based and visual programming tools, it does not allow pro-
grammers to inspect what the robot detects in the workspace, nor
to understand any programming or execution errors that may arise.
In this work we propose to use a projector mounted on the robot to
provide such functionality. This allows us to provide an interactive
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situated tangible programming experience, taking advantage of sit-
uatedness, both in user input and system output, to reference parts
of the robot workspace. We describe an implementation and evalu-
ation of this approach, highlighting its differences from traditional
robot programming.
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1 INTRODUCTION
The key advantage of robotic manipulators over traditional au-
tomation is their programmability [32]. The same robot can be
programmed to assemble phones in one factory and paint airplanes
or package food in another. Programming robots to perform new
tasks currently requires advanced knowledge and can take consid-
erable time, even for experts. This dependence on experts and long
development cycles are real barriers for small-to-medium enter-
prises who cannot afford to hire dedicated personnel, as well as for
industries that require customized, small-batch production.

But why is programming robots challenging? While several fac-
tors contribute to the difficulty and uniqueness of robot program-
ming, such as the difficulty of specifying motions with code, the
friction of resetting a physical environment for testing, and high de-
grees of concurrency, one core challenge is referencing task-relevant
parts of the environment (objects or locations) that the robot needs
to interact with. Existing systems require deep understanding of the
robot’s perception system, specialized visualization tools to inspect
the outcome of the robot’s perception, and knowledge of coordinate
frames, transform algebra, and robot kinematics. In contrast, people
can instruct each other about spatial tasks with ease, referencing
task-relevant parts of the environment using referential gestures.
But interpreting such ambiguous input from humans is still an open
problem.

Situated tangible programming [46] was proposed as a way to
unambiguously reference parts of the environment using the so-
called tangible blocks that can be robustly detected by the robot.
The idea is to create robot programs simply by placing blocks in
the robot’s workspace to not only reference objects and locations
in the environment, but also instruct the robot about what to do
with them. This approach takes advantage of the intuitiveness of
situated programming; however, it sacrifices many functionalities
of modern integrated development environments (IDEs), such as
real-time feedback on the correctness or completeness of a program.
While it is possible to augment situated tangible programming with
a screen-based interface, this approach re-introduces the challenges
of establishing correspondence between the environment and the
created program.

Instead, we propose to use situated feedback provided by the
robot in real-time through projections onto its workspace to pro-
vide various IDE functionalities. We present RobotIST (Figure 1),
a system that allows interactive situated tangible programming by
combining situated input from the programmer to the robot, with
situated feedback from the robot to the programmer. In this paper,
we describe the implementation of RobotIST and walk through its
situated IDE functionalities in the context of programming various
robot tasks. We also present findings from an observational study
of eight robot programmers with prior experience with traditional
robot programming tools who used RobotIST to program a sample
task, with aspects common to many industrial settings.

2 RELATEDWORK
The seminal survey by Lozano-Perez [32] characterized existing
robot programming systems at the time as using a mix of three ap-
proaches: guide-through programming, robot-level programming,
and task-level programming. Most industrial robots today (Kuka,

ABB, Schunck, Universal Robots), just like those surveyed three
decades ago, are programmed with a combination of guide-through
and robot-level programming with domain specific languages and
libraries. Most of the systems for programming them involve a GUI
and peripheral devices, such as pendants to aid the complex robot
programming and debugging process. More recent robots, such as
Baxter/Sawyer and Franka, which are targeted for safe human-robot
collaboration, place larger emphasis on making their programming
interface more intuitive and accessible to non-experts. The last
decade also witnessed the open source robotics movement, with
the spread of the Robot Operating System (ROS)[41] across robotics
companies and research labs, which now use common frameworks
and tools for programming robots.

Most research in robotics in the last three decades has focused on
enabling task-level programming and increasing the generalizabil-
ity of the created programs. In particular, research in autonomous
grasping [8, 48], motion planning [16, 30], and reinforcement learn-
ing [28] have all contributed to systems that synthesize robot behav-
ior given a task-level goal. In addition, a large body of research un-
der the umbrella of robot programming by demonstration (PbD) fo-
cused on learning generalizable robot actions from multiple demon-
strations provided with guide-through interfaces [5, 9]. While most
of these have historically been evaluated with expert programmers,
recent work has started to explore their usability for novice users
[1, 2, 12, 29, 50]. Besides programming by demonstration, a recently
popularized end-user programming technique in robotics has been
visual programming [3, 6, 14, 15, 19, 24, 45]. However, correspond-
ing the 3D environment to the 2D representation on GUIs remains a
challenge. There are also systems that have looked at programming
robots with natural language [10, 18, 34, 36, 37].

The idea of tangible programming has been explored in the field
of interaction design [47, 52], especially targeting early computer
science education [17, 21, 22, 26, 35, 49]. Comparative studies have
demonstrated several benefits of tangible programming over alter-
natives [23, 44]. Several commercial products for children informed
by this research are already available. Other work has contributed
toolkits or SDKs that lower the barrier for creating tangible inter-
faces [27, 53], that could then allow programming with tangibles.
The issue of interactivity and feedback has been raised in many of
the tangible programming interfaces [17, 21, 22], and alternative
approaches to address them have been introduced. For example,
Beckman & Dey used a dedicated predictive display to demonstrate
the result of tangibly programmed smart-home control rules [7].
Some work involved translucent tiles on interactive tabletops that
can directly display information on the sensed tile [42, 54]. The use
of projected feedback with tangibles was proposed in a few systems
[38].

While tangible programming has been applied to simple toy
robots [22] and wearables [26], the use of tangibles in robotics has
been limited. Luria et al. proposed using tangibles to command a
smart-home robot non-verbally [33]. Sefidgar et al. introduced the
idea of using tangibles for situated communication to reference
objects, locations, and regions in the robot’s workspace as part
of programming [46]. Recent work in robotics explored the use of
projections from the robot for situated communication [4, 11, 13, 31].
Our work aims to bring interactivity to situated and tangible robot
programming through similar use of projected feedback.
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3 CHALLENGES IN TRADITIONAL ROBOT
PROGRAMMING

Lozano-Perez distinguished between four requirements of robot pro-
gramming: sensing, world modeling, motion specification, and flow
of control [32]. Sensing allows a robot to obtain identity, position,
and features of objects in its environment; initiate and terminate
motions; choose among alternative actions; and comply to external
constraints. World modeling involves specification of task-relevant
entities in the environment within one coordinate frame, including
sensed objects with variable poses and fixed points or regions on
the robot’s workspace. Poses of objects, locations, and the robot’s
manipulator parts are often expressed with a homogeneous trans-
form, represented with a 4x4 matrix. The transform represents the
relation between coordinate frames with translation of the origin
and rotations of the axes. Motion specification refers to describing
the actual motion of the robot relative to task-relevant entities in
the environment. As discussed in section 2, guide-through program-
ming provides an efficient and intuitive way for specifying desired
robot poses or full motion trajectories. Flow of control is the speci-
fication of high-level robot behavior, such as branching (deciding
among alternative actions) or looping (repeating an action variable
times) based on sensed information.

In the following subsections, we highlight the challenges in robot
programming that traditional tools fail to address in relation to
various elements enumerated above. We use as a working example
a stacking task where all green cylinders are stacked up at a certain
location (Figure 2). A common part of industrial tasks for which
robots are widely used (e.g., machine tending or packaging), this
task illustrates important aspects of many robot programs.

We assume that the robot has a perception system that can detect
and classify objects in its workspace with some accuracy. We also
assume that simple actions for manipulating the objects, such as
picking them up in different ways from detected poses and placing
them at different target poses has already been programmed, e.g., by
guiding the robot through demonstrations. The robot program
created for the stacking task should instruct the robot to sense the
environment and evaluate the presence of green cylinders among
the detected objects. The robot should then adjust its grippers to
pick up the cylinder and move it to the location of interest, specified
as a known constant in the program, and place it there, while
adjusting for the height of the existing stack. Repeating these steps,

Figure 2: A PR2 robot executing the task for stacking all
green cylinders at a certain point.

the robot can stack all green cylinders present in the workspace at
the desired location.

3.1 Specifying Objects and Locations of Interest
Although reading raw RGBD data from camera and segmenting it
are usually encapsulated in high level modules and hidden from the
programmer, most systems do not provide an easy way of ‘using’
the visual information extracted from the environment, e.g., they
rely on defining coordinate frames of objects and their transforma-
tions. This requires mathematical expertise and is time-consuming.
Moreover, these systems do not allow an easy way of accurately
defining what object or location is relevant to various steps of the
task. For example, they force the programmer to choose the object
of interest from the list of all segmented objects, using numeric
indices with no intrinsic meaning as reference (e.g., object #5 for the
green cylinder). Building on [46], RobotIST allows programmers
to specify objects of a particular type as well as desired locations,
and instruct the robot to perform actions at those places. RobotIST
complements [46] by providing situated and immediate feedback
of robot’s perception for more informed and effective referencing
of the environment as discussed below.

3.2 Expressing the Task
Any programming tool enforces programmers to represent their
intent in the language of that tool (e.g., through tool-specific in-
structions). Existing robot programming tools provide little support
for facilitating the expression of different tasks in their language.
For most commercial programming systems, programmers usually
need to attend training workshops and consult the programming
manual in order to learn how to express tasks in the language of the
systems. There is no provision within the system to help program-
mers explore and understand the semantics of different instructions
to help them translate the task using those semantics. RobotIST
is based on the same language as [46] and allows the expression
of the same tasks within that language. However, unlike [46], it
communicates the semantics of different instructions both as the
program is being constructed as well as during execution, making
it easier for the programmer to learn and use the language.

3.3 Interpreting Robot’s Behaviour
As with any type of program, errors can occur in a robot program.
Programming tools should help programmers understand what
causes these errors and how to address them.

3.3.1 Handling Perception Errors. Errors are inevitable in any
recognition-based system that extracts information from sensor
data. Robot programming systems are no exception. For example,
there are usually inaccuracies in the size of segmented objects. That
is, the robot’s perception of the green cylinder can be much larger
or smaller than the real one. Using this inaccurate information,
the robot fails at adjusting its arm and grippers to properly grasp
the cylinder. Unfortunately, very few robot programming systems
provide support for the programmer to understand and address
perception errors. Existing support is mostly available in research
prototypes and usually comes in the form of perception information
overlaid on the 3D feed of the environment (e.g., from a robot’s
view or an overhead camera view). Navigating this information,
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Figure 3: The full set of tangible blocks supported in
RobotIST. Programming blocks of [46] are extended by con-
trol and information blocks in RobotIST. Refer to [46] for
the space of tasks that can be expressed using the program-
ming blocks, and for details on the shape and color of the
blocks. See Figure 1 for an example program with these
blocks.

which is presented in 2D on a screen, is challenging and requires
switching between viewpoints to fully understand the 3D environ-
ment. RobotIST communicates the robot’s internal representation
of the environment to the programmer in 3D space, making the
potential perception errors easily available for examination. The
programmer can thus painlessly interpret the robot’s behavior.

3.3.2 Handling Misspecification Errors. A robot’s undesired be-
havior is sometimes associated with errors in task specification.
Existing robot programming tools provide little support to help the
programmer understand what needs to change in their specification
to achieve the desired behavior. Lack of support for understand-
ing the semantics of instructions makes it difficult to know what
changes are necessary to achieve the intended behavior. Undetected
perception errors can lead to unexpected behavior even if the se-
mantics are correct. For example, if the green cylinder is identified
as a green rectangle during programming, the robot will not be-
have as expected. RobotIST’s presentation of the environment as
perceived by the robot, as well as the semantics of a program, help
address misspecification issues from both perceptual and semantic
sources.

4 WALK-THOURGH OF THE ROBOTIST
SYSTEM

RobotIST builds upon the situated tangible programming language
designed by Sefidgar et al. [46] to express a range of pick and place
tasks common in industry. This language involves three types of tan-
gible blocks: selector blocks to indicate objects, locations, or regions
in the environment; action blocks to specify actions parametrized by
objects, locations, or regions; and order blocks to specify the order-
ing of instructions. RobotIST extends this set of programming blocks

Block Type Name Description

Programming

Selection Specifies an object, set of objects,
location, or region

Action Specifies the action applied to an
object, location, or region

Ordering Defines the ordering of actions

Control

New Switches to programming mode to
create a new program

Save Saves the existing program if valid
and switches to idle mode

Execute Switches to execution mode and
executes a program in a loop

Stop Stops the execution and switches to
idle mode

Information Probe Provides more information about
the error when pointed to it

Table 1: Three types of blocks in RobotIST for programming,
control, and information probing.

with control blocks that allow switching between modes of the sys-
tem and an information block that facilitates live interactions and
feedback at the desired level of detail. The physical implementation
of the blocks are shown in Figure 3 and their functionality is sum-
marized in Table 1. Providing interactivity and situated feedback,
RobotIST helps programmers more easily understand the seman-
tics of the language, create and control programs, and understand
errors they encounter while programming or at run-time. Next,
we illustrate these key RobotIST features in various programming
activities from the creation of a program to executing it. We use the
simple stacking task introduced in Section 3, in which we instruct
the robot to stack objects of a certain type (i.e., green cylinders) at
a specified location.

4.1 Program Creation
RobotIST projects the boundaries of the robot’s operation space on
the workspace to help the programmer understand what part of the
workspace is visible and reachable to the robot. These are referred
to as workspace projections (Figure 1 (a)). In addition, RobotIST high-
lights any objects that the robot has detected in the workspace;
these are called environment perception projections. These allow
programmers to see undetected objects and be aware of any inac-
curacies in the existing detections. They can thus reconfigure the
workspace to make sure all relevant objects are properly detected.

The programmer creates a new program by placing the new-
program block on the workspace. This block is one of the four
control blocks that allow changing the mode of the RobotIST system.
RobotIST acknowledges the detection of any tangible block placed
within the robot’s workspace by projecting a bright white light on it.
These are referred to as block projections (Figure 1 (b)). This conveys
to the programmer any failures in detecting the tangible blocks
and saves her/him the frustration of not knowing why the robot
does not respond as expected. RobotIST modifies the color of the
workspace projection to communicate that it is in the programming
mode.
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Figure 4: Errors encountered during program creation. (a)
the action block is covered and is not detected (top image).
By pointing the Probe block we get more information about
the error in the status bar (bottom image). (b) pick and place
instructions are ordered incorrectly (top) and the Probe pro-
vides the additional information (bottom). (c) the instruc-
tion looks for the object of interest and does not find it. The
area where the object is expected is highlighted in red (top)
and probing explains what has gone wrong (bottom).

Next the programmer uses a combination of programming blocks
(selection, action, and ordering) to create instructions that make up
a program. As hinted in the previous section, this involves an object
selection block to indicate green cylinders and a location selection
block to indicate the target pose where the cylinders are to be
stacked. The programmer attaches a "pick up" action block to the
object selector and a "place" action block to the location selector.
Dowel pins and holes on the side of the action and selection blocks
constrain how the blocks fit together, minimizing “syntax errors.”
The ordering blocks communicate to the robot in what order it
should perform these actions. Any pick action in a program is
expected to be followed by a place action.

When various blocks and objects are successfully detected and
grouped into instructions, RobotIST indicates this grouping by
changing the color of block and object projections. Each group
gets a different color excluding white and red. For example, when
an object selector block is grouped with a detected object, that
object and the selector block are highlighted in pink. In addition,
any other object of the same type (e.g., green cylinders) are also
highlighted in pink, albeit a bit dimmer than the one immediately
in front of the arrow. Further, when the pick action is attached to
the selector, the action block projection also becomes pink (Fig-
ure 1 (c)). Similarly, the projections associated with the location
selector and the place action applied to it are highlighted in orange.
We refer to the grouping of instructions in RobotIST as instruction
projections. Through instruction projections, RobotIST improves the
programmer’s understanding of the semantics of tangible blocks
and whether they have successfully expressed their intent using the
blocks, a particularly helpful feature for those new to programming
with the blocks.

When there are errors in forming instruction or matching blocks
with objects, RobotIST highlights where the error occurs in red
(error projections). Error projections help the programmer under-
stand the errors as a prerequisite to debugging. For example, if

Figure 5: Internal functionality errors. The workspace
boundaries turn red to inform the programmer of serious
internal failures with messages in the status bar providing
additional information. (a) the system cannot detect tangi-
ble blocks. (b) objects cannot be detected (no highlights) be-
cause the object processing has failed. (c) the system is ex-
pecting programming blocks in the programming mode.

block detection fails at detecting the action block of the pick in-
struction in Figure 1, RobotIST highlights in red both the selection
and ordering blocks that are expected to connect to the action block
(Figure 4 (a)). Similarly, errors in orderings—such as a place instruc-
tion being ordered before any pick instruction, or two consecutive
pick instructions—are indicated by highlighting the problematic
instruction entirely in red (Figure 4 (b)). If object detection fails
and objects relevant to single or multiple object selector blocks are
not found, RobotIST highlights the area searched in red to find the
objects (Figure 4 (c)).

Additional information about what caused a particular error
can be obtained by placing probe block in the workspace, pointing
towards blocks that are highlighted with an error. For example,
when the probe block is pointed to the selection or number blocks
highlighted in red, RobotIST projects additional information inside a
box at the edge of the workspace, explaining that the robot expected
an action block (Figure 4). This is akin to a status bar. In other words,
we first provide an overview of error information (red highlighting)
and then allow the programmer to probe for more details if the fix
is not obvious, visualizing details only on demand.

In the absence of errors, RobotIST informs the programmer on
the status bar that it has identified a valid program. At this point
the programmer can save the program by placing the save block
in the workspace. The program is saved by a default name and
is available even after the system is reset. Placing the save block
additionally causes the system to enter the idle mode, when it no
longer modifies the saved program.

4.2 Program Execution and Debugging
Having created a program, we can execute it by placing the exe-
cution block on the workspace. This will execute the last modified
program. As with any other block, RobotIST acknowledges the
detection of the execution block by highlighting it. Once the block is
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Figure 6: Projections at the time of execution. Workspace
boundaries are green to indicate the system is in the execu-
tion mode. Program semantics are projected for the stack-
ing task (Section 4): the objects of interest are highlighted
in the same color and the location of interest is highlighted
by a crosshair. The object that the robot is about to pick is
signaled by changing the style of projections.

detected, the system enters the execution mode. This change is visu-
ally indicated by variation in the style of the workspace boundaries
as shown in Figure 6.

Similar to program creation, RobotIST highlights all objects de-
tected on the workspace to help the programmer understand the
robot’s internal representation of the environment (environment
perception projections). It additionally projects information about
the locations and objects relevant to the program (program projec-
tions). For the stacking program described earlier, any instance of
the green cylinder and the location where the cylinders are to be
stacked are all highlighted (Figure 6). As before, instructions are
grouped by color. By presenting the program related information
during execution, RobotIST helps the programmer better reason
about the robot’s behavior in relation to the program instructions.

Projections associated with objects or locations that the robot is
about to act on change in style to inform the programmer where
to expect an action, i.e., pick or place (execution projection). This
makes the robot’s execution process transparent to the programmer
(Figure 6).

If there are errors at run-time, RobotIST highlights where it en-
countered them in red (error projections) (Figure 7 (a)). For example,
if the robot cannot reach a green cylinder it intended to pick, the
cylinder is highlighted in red (Figure 7 (b)). As before, the probe
block can be used to obtain additional information by pointing it to
where the error is highlighted. The entire workspace is highlighted
in red if no green cylinder is found. (Figure 7 (c)).

The programmer can stop the execution at any time by placing
the stop block on the workspace. After acknowledging the detection
of the stop block, RobotIST stops all motion and enters its idle mode.
Execution of the program is resumed from where it was left off if
the execute block reappears.

5 IMPLEMENTATION
RobotIST can be implemented on robot manipulator platforms with
visual perception and basic contact control capabilities. Projections
can be achieved with a robot-mounted or overhead projector. In this
paper we used a PR2 robot for our proof-of-concept implementation
detailed below.

Figure 7: Errors at the time of execution. (a) the robot cannot
pick the green cylinder at the bottom right. (b) probing pro-
vides additional information about the issue. (c) the robot
cannot find any object to pick.

5.1 Robot Hardware and Software
PR2 is a 14 degree of freedom (DoF) dual-arm robot (7 DoFs per
arm) on an omni-directional base. The 1-DoF grippers can open to
a maximum of 9cm. We used the right arm only but the implemen-
tation can be extended to both arms. We implemented the system
within the ROS framework, using off-the-shelf libraries such as PCL
for tabletop segmentation, Alvar for AR tag tracking, and MoveIt!
for motion planning [40, 43, 51].

5.2 Projections
We mounted a 500-lumen portable projector on the head of the PR2
to project textures onto the scene. We used OpenCV [25] to create
the images displayed through the projector. The projector produces
no light for pure black image pixels, enabling us to project light
selectively on only relevant regions and objects in the scene. We
use the pinhole camera model to represent the projector’s intrinsic
parameters.We assume the position of the robot is fixed and provide
no projector-camera calibration routine, though prior work on
projector-camera calibration exists and can be implemented for a
mobile robot [39].

Projected shapes appear as flat shapes on the surfaces of the ob-
jects, blocks, and the workspace. Since our robot-mounted projector
is at an angle to the target surfaces, a homographic transformation
is required to produce shapes that are geometrically correct in the
real world (See Figure 8). To accomplish this transformation, we
find and apply the graphical projection from the desired real-world
poses of the shapes onto the projector’s output image plane [20].

5.3 Architecture
Figure 9 depicts the overall system architecture. A Microsoft Kinect
mounted on the PR2 provides color images for tracking the AR
tags associated with each programming block, and also provides
depth clouds for identifying objects by table-top segmentation.
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Figure 8: Depiction of the homographic transformation H ,
from the axis-aligned 2D projection of an initial frame C0
to the off-axis projection of the robot-mounted projector’s
frame C1 for texture P .

Figure 9: Diagram of the RobotIST software architecture.
The Tag Parsing node detects mode blocks present in the
scene and broadcasts a mode change to control the program
flow. In idle mode, the projection node directly receives and
visualizes scene items detected by the Tag Parsing and Ob-
ject Processing nodes, whereas in programming and execu-
tionmodes the items are first processed by the Compilation
and Execution nodes, respectively.

The detected tags are processed by the tag parser, which matches
each tag with its semantic meaning as a tangible block. The tag
parser also maintains the mode of the system (idle, programming,
or execution), updating the mode when it detects a new control
block in the scene. The system mode determines how blocks and
objects are parsed and processed by the compilation, execution,
and projection nodes.

In programming mode, objects and blocks are passed to the com-
pilation node, which attempts to compile a program by grouping
related blocks and objects together to form instructions. It passes
these groups to the projection node, which projects each instruction-
forming set of objects and blocks in a unique color. If the compi-
lation node fails to construct a valid program, it passes the errors
associated with each item in the workspace to the projection node,
which colors them red to denote an error. The probe block can then
be used in this state to select and display each error.

In execution mode, objects and blocks are passed to the execution
node, which runs a saved program over the current objects in the

Figure 10: Usefulness ratings averaged across eight partic-
ipants for different RobotIST features. Participants rated
each feature on a 5-point Likert scale, ranging from 1
(strongly disagree) to 5 (strongly agree).

workspace. The node also sends instruction-based groupings of ob-
jects, locations, and blocks to the projection node for visualization.
Objects that are next in line to be manipulated by the robot are
accented with a unique projection. Errors in the workspace stop
execution of the saved program and are similarly passed to the
projection node so the relevant elements are colored in red.

In idle mode, objects and blocks are directly passed to the projec-
tion node to generate simple, white projections that denote what
the robot detects in the workspace, but display neither color-based
grouping nor error information, since the robot is in standby.

6 EVALUATION
We performed an observational study to better understand the use
of RobotIST. Our system not only lowers the barrier to robot pro-
gramming, but also makes it more efficient to create robot programs.
Therefore, it benefits both novice and experienced programmers; it
enables the former to create programs they would not be able to
create using traditional tools and it makes it faster and less arduous
for the latter to program. Our observations reported in this paper
are focused on what experts gain using our tool. We recruited 8
participants (1 female), ages ranging from 21-34 (mean=26.75), all
recruited from the same university department. While all partici-
pants had computer science backgrounds and seven had previously
programmed manipulator robots, none had prior experience with
the situated tangible programming paradigm.

Following a short training about the tangible programming lan-
guage and features of RobotIST, we asked each participant to create
a program for the stacking task. We then asked them to fill out a
questionnaire about their experience with RobotIST, asking what
they found helpful, what was challenging, and suggestions for
improvement. For participants who had prior experience program-
ming robots, we also asked how RobotIST compares to other tools
they use for programming robots.

All participants successfully created a program for the stacking
task within 4 to 8 minutes (approximately 6.5 minutes on average).
All participants found programming task to be easy using RobotIST.
They noted both situatedness and feedback as what they liked about
the system; e.g., “No coding required - I was just able to program
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visually, which is way faster” and “I liked that I was able to see what
the robot understood via the highlighting function. It was relatively
intuitive.”

While participants positively rated all RobotIST features,workspace
and environment perception projections were rated as most helpful
(Figure 10). Describing how different features helped them, they
elaborated on their ratings. Workspace projection was popular as
it helped the participants understand where they can place tangi-
ble blocks and objects to create their programs. Block and object
projections were indicated as being helpful in figuring out whether
the robot “knows" what is in front of it and can help with debug-
ging. This was clearly articulated in participants’ comments: e.g., “I
was able to debug my program when it could not see a certain block.”
Participants described instruction projections as a way to both “san-
ity check” and ensure the robot’s interpretations of the tangible
instructions matched their expectation: “This was especially useful
in the scenario that uses ‘This Object’ (object selection) blocks, since
it shows that the robot did extrapolate that I meant for it to see mul-
tiple instances of a specific kind of object.” Participants seemed to
be confident that the robot reliably identified the locations they
referenced and did not find the projections of location helpful. This
is reflected both in their ratings (instruction projections of locations
got the lowest rating of 3.5) and comments; many said they barely
noticed the feature.

Error projections were also described as helpful; e.g., “Very helpful,
since I was able to see what exactly was the issue with the program
instead of having to guess. The probing feature was also popular
as it helped them get only the necessary information about what
was wrong: “I liked how this could give me an error about a *specific*
part of the program, which let me march through errors.”

When comparing with other robot programming tools, partici-
pants appreciated the ease of programming and feedback “I liked
that I received a lot of feedback in an intuitive way (sight) and be-
ing able to see what the robot “understood.” As a “hands on” type of
person I find this style of programming quite enjoyable” but raised
concerns about the expressiveness “Faster, but more limited in the
scope of what it can do. I don’t need to hardcode a bunch of positions,
but it’s obviously not as expressive as something like Python.” They
nonetheless recognized the value of being able to quickly prototype
robot programs: “It’s a bit limited in expressive power in comparison
to a traditional programming language, but intuitive and nice for
quickly putting together high-level tasks.”

7 DISCUSSION
RobotIST leverages the situatedness that is inherent to physical
manipulation tasks to address many of the major challenges in
traditional robot programming. With RobotIST, programmers not
only express the manipulation in the physical environment, where
it belongs, but also receive feedback in that environment. RobotIST
communicates the semantics of the underlying programming lan-
guage in real-time to help the programmer better understand how
different instructions impact the overall program. RobotIST also
allows users to obtain a better mental model of the system’s capa-
bilities, by adding transparency about what the robot perceives or
how it groups different blocks with objects.

Situated tangible programming is unique in allowing program-
mers to accurately and unambiguously reference objects and loca-
tions where the manipulation happens, and to do so naturally with
no intermediate abstraction of the environment (e.g., list of object
ID’s or their locations). In RobotIST, we further enable the robot to
accurately and naturally reference relevant objects and locations.

While we do not currently have any explicit debugging function-
ality in RobotIST, its presentation of program semantics provides
valuable debugging information to programmers at both program-
ming and execution time. Programmers can form mental models
more easily as they program with real-time, situated information
provided by RobotIST.

Our current implementation of RobotIST has several limitations.
RobotIST provides feedback only as soon as the scene is clear and
the programmer’s body does not occlude any part of the blocks
or objects. However, the position of the camera and projector on
the robot’s head can result in situations where objects closer to the
robot occlude blocks and other objects, hindering scene detection
as well as projection. We mitigated this issue by mounting the
projector and camera at a steep downward angle relative to the
scene surface, but better solutions could be mounting the devices
directly overhead or using rear-detection and projection. The AR
tags on blocks are also visually distracting and could be replaced
by rear-sensing or RFID technology in a non-prototype system.

Our evaluation only provides preliminary support for the value
of RobotIST. More rigorous investigations are necessary to fully
understand the uses and benefits of system features, as well as the
kind of user groups and scenarios it best supports. For example, it
would be interesting to compare RobotIST and a visual program-
ming system in both single and multi-user contexts.

8 CONCLUSION
We introduce RobotIST: an interactive situated tangible robot pro-
gramming interface. In addition to situated input from programmers
(through selection blocks to reference task-relevant parts of the en-
vironment such as objects, locations, and regions), it allows situated
feedback from the robot to the programmer (through projections
onto the robot’s workspace). We discuss the differences of RobotIST
from traditional programming systems and illustrate its features
by walking through an example programming task. Finally, we
present an observational study with programmers, demonstrating
ease of use and highlighting subjective qualitative differences from
traditional robot programming.
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